The potentials of mean force of sodium chloride and sodium dimethylphosphate in water: An application of adaptive umbrella sampling
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The potentials of mean force between sodium and chloride ions and between sodium and dimethylphosphate ions in aqueous solution are calculated by the probability ratio method using adaptive umbrella sampling Monte Carlo with a variety of simulation setups. The potential of mean force of sodium chloride is found to have only one minimum in contradiction to earlier molecular dynamics results with the same intermolecular potentials, but different boundary conditions. Our result in the region of contradiction is supported by large system size and free energy perturbation calculations. It is established that the difference is due to the respective boundary condition schemes employed. This result is to be regarded as a consequence of the potential function scheme employed and not necessarily as a statement about actual aqueous sodium chloride. A similar dependence of the existence of the second minimum on boundary conditions is observed for the sodium–dimethylphosphate PMF. © 1995 American Institute of Physics.

I. INTRODUCTION

The effect of solvent molecules on interionic interactions is usually described by adjusting the effective ionic radii of the ions in an analytical thermodynamic theory so as to yield agreement with experimental data.1 A more realistic approach is the evaluation of the potential of mean force (PMF) W(r) of the interacting ions—the free energy of the interacting ions as a function of distance.2

The magnitude of the electrostatic interaction between two ions is very large—over 100 kcal/mol at 3 Å. In aqueous solution, this interaction, however, is more than overcome by ion–water interactions (since the ions are soluble). Thus the interionic PMF is the result of the balance between O(100 kcal/mol) terms. As a result, the calculated PMF will be influenced uncomfortably by many things (uncomfortable to the theorist, that is).

II. BACKGROUND

PMFs are very difficult to calculate by the probability ratio method using Boltzmann (unbiased) Monte Carlo simulations because of the exponential translation [Eq. (1) vide infra] from PMF to probability of occurrence. Each kT drop in the PMF is equivalent to a reduction in the probability of occurrence by a factor of e. To solve this problem, Patey, Valleur, and Torrey introduced the umbrella sampling method, in which the sampling probability is modified by a weighting factor in order to sample regions that are undersampled in Boltzmann Monte Carlo.3,4 The efficiency of this method depends on the choice of the weighting function. It is easily shown that the optimum weighting function is

\[ e^{W(r)/kT} \text{, where } W(r) \text{ is the PMF. In other words, in order to calculate the PMF most efficiently, you need to know the PMF to begin with.}^{5} \]

To break this vicious cycle, an adaptive technique was introduced independently by Paine and Scheraga6 for a molecule in the gas phase and by one of us (M.M.)7 for a molecule in solution. In the adaptive umbrella sampling method (AUS), the potential of mean force W(r) is calculated iteratively. First, the simulation settles into a local or global free energy minimum. Then P(r), the probability of two ions being r Angstroms apart is calculated. Finally, an estimated W(r) is obtained from the equation

\[ W(r) = -kT \ln P(r) \]

and is then used as a weighting function to sample the undersampled regions. The process is iterated until a targeted region is adequately sampled. Besides the ability of the method to extend the sampled range of W(r), it is inherently self-checking. Recently, Hooft and co-workers developed another variant of the technique and obtained very good results with it.7

When the variations in r are the result of the movement of each ion in all possible directions, the geometry of three dimensional space biases the sampling towards large values of r by a factor of \( 4\pi r^2 \) and this bias, when present, must be factored out. In our implementation, however, the relative displacements of the ion were restricted to moves along the straight line passing through the ionic centers. This explains having P(r) = g(r) in Eq. (1) and not \( 4\pi r^2 g(r) \) as is often seen in similar calculations.

When simulating a liquid system, several choices are made during the simulation setup and several of these affect the calculated energies. First, periodic boundary conditions are imposed to eliminate interfaces from the system. This
most often takes the form of a cube and its translationally repeated replica, but any geometric object that can be close packed can be used. The cube has often been replaced by a truncated octahedron, or by the Wigner–Seitz cell of the face-centered-cubic (fcc) close packing, having the advantage that for a given volume, the nearest image–image distance is larger with these shapes than for a cube of the same volume. For PMF calculations, elongated rectangles have also been used. The size of the simulation cell is determined by the number of waters included in the calculations. Also, intermolecular interactions either have to be truncated or some special technique is required for their summation to infinite range, such as the Ewald method. One truncation scheme, called minimum image (MI), takes into account all interactions between a molecule and the nearest image of all the others. Geometrically, this is equivalent to drawing a cut-off cell of the size of the simulation cell around each molecule. Another truncation scheme, called spherical cutoff (SC), draws a cut-off sphere of radius $R_c$ around each molecule and sets to zero all interactions with molecules farther than $R_c$. Yet another truncation scheme is the recently introduced isoenergy cut-off method. Furthermore, for PMF calculations, the ions can either be considered as separate molecules for the purpose of truncation schemes or as a single molecule.

We would like to propose the view that any setup characteristics that affect the value of the calculated energy of a configuration be considered as part of the potential prescription. There is a qualitative difference between deciding on the acceptance rate or on the time step and on the cut-off radius or the shape of the simulation cell. While most users would hesitate to adjust a potential parameter obtained from a library, most of us consider all set-up decisions as technical detail and make choices accordingly. This is only justified if these choices have a negligible effect on the outcome of the simulation, but the results of this and previous studies show that this is not always the case. Ideally, the latter decisions should have been made at the time of the introduction of the potential.

In this paper, we apply our method to the potentials of mean force of sodium chloride and sodium dimethylphosphate in water. The sodium chloride system was simulated using Jorgensen’s TIPS2 potential for $\text{H}_2\text{O}$–$\text{H}_2\text{O}$ interactions and also his potentials for the interactions of Na$^+$ and Cl$^-$ ions with water and with each other. This system was chosen to allow comparison with the earlier study with the same potential functions by Berkowitz and co-workers using molecular dynamics. They found a minimum at 5 Å in addition to the contact minimum. Subsequent simulation studies also found a second minimum. Recently, Gao found a second minimum under standard conditions, but found it to vanish under conditions at which water is supercritical. A second minimum has also been predicted by integral equation and finite element continuum electrostatics calculations. To the best of our knowledge, there is no experimental evidence for the existence of a second minimum in this system, although Raman spectroscopic evidence has been offered in support of the existence of a second minimum in the PMF of nitrate salts. It is interesting to see if the AUS method gives a similar description of the PMF as the dynamics calculations with the same potential functions. As will be seen, there is some disagreement between the results of the two calculations. In the region of disagreement, AUS simulations with a larger box size and/or different cut-off schemes and also free energy perturbation (FEP) calculations were also performed to locate the source of the discrepancies.

Sodium dimethylphosphate is a model system for the study of the ion distribution around DNA. The ion distribution around DNA plays a significant role in the thermodynamics of the binding of drugs and proteins to DNA. Although significant progress has been made in characterizing the ion distribution around DNA at the level of dielectric continuum models, taking into account the effect of discrete water molecules on this distribution is a computationally extensive problem which remains an active area of research. Huston and Rossky studied the effect of bonding contacts on the PMF of Na$^+$–$\text{DMP}$ in water using free energy perturbation molecular dynamics. For motion along the OPO bisector, they found that the second minimum vanished when SC boundary conditions were used, but returned when MI boundary conditions were used. Chen and Rossky derived a PMF similar to the simulation results using integral equation methods. In this work, we do calculations on the same system, using a variety of boundary conditions and potential functions.

III. METHODS

The PMF was initially evaluated at 25 °C using one Na$^+$–Cl$^-$ ion pair and 215 water molecules in a face-centered cubic box with an inscribed-sphere radius of 10.4 Å. Interionic distances of between 2.8 and 6.8 Å were sampled. The interionic Lennard-Jones contribution was turned off during the simulation and added in later to save computation. The ion pair distance change was obtained by a correlated move of the two ions along the interionic line. Special attention was given to the potential cutoff scheme, as Berkowitz et al. warned that the results might change under different boundary conditions and subsequently Huston and Rossky found qualitative changes in the PMF when calculations with MI and with SC were compared. The water–water interactions used a 7.5 Å SC. The list of water–water neighbors that might have been within cut-off distance was kept in bitmap form. SC was not initially used for ion–water interactions because they would lead to an artificial situation in which some of the water molecules interact with the ions and others do not interact with them at all, or, worse yet, interact with only one of the ions. Since for the system under study the ion–water energy at the cutoff can reach 3 kcal/mol the effects can easily be significant. Instead, minimum image boundary conditions were used. However, defining the minimum image in terms of the position of the individual ions can lead to another artificial situation, in which for some of the waters, each of the ions interact with a different periodic replica of it, effectively leading to a situation where a water interacts with one of the ions only. One way to prevent such an artifact is to use a radial cutoff around each ion that is short enough (as was...
TABLE I. Characteristics of simulations Na\textsuperscript{+}–Cl\textsuperscript{−}.

<table>
<thead>
<tr>
<th>Run</th>
<th>Method</th>
<th>Cell type</th>
<th>Cell size (Å)</th>
<th>Number of H\textsubscript{2}O molecules</th>
<th>H\textsubscript{2}O–H\textsubscript{2}O cutoff (Å)</th>
<th>Ion–H\textsubscript{2}O cutoff (Å)</th>
<th>Second minimum?</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>AUS</td>
<td>fcc</td>
<td>Radius=10.4</td>
<td>215</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>B\textsuperscript{*}</td>
<td>AUS</td>
<td>REC</td>
<td>25.5×18.6×18.6</td>
<td>295</td>
<td>SPH 7.5</td>
<td>SPH 7.5</td>
<td>Yes</td>
</tr>
<tr>
<td>C</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>D</td>
<td>AUS</td>
<td>fcc</td>
<td>Radius=10.4</td>
<td>215</td>
<td>SPH 7.5</td>
<td>SPH 7.5</td>
<td>Yes</td>
</tr>
<tr>
<td>E</td>
<td>AUS</td>
<td>REC</td>
<td>25.5×18.6×18.6</td>
<td>295</td>
<td>MI (COM)</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>F</td>
<td>AUS</td>
<td>fcc</td>
<td>Radius=10.4</td>
<td>215</td>
<td>MI (COM)</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>G</td>
<td>FEP</td>
<td>fcc</td>
<td>Radius=10.4</td>
<td>215</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>H</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>SPH 7.5</td>
<td>SPH 7.5</td>
<td>Yes</td>
</tr>
<tr>
<td>I</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>SPH 9.0</td>
<td>SPH 9.0</td>
<td>Yes</td>
</tr>
<tr>
<td>J</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>SPH 10.5</td>
<td>SPH 10.5</td>
<td>Yes</td>
</tr>
<tr>
<td>K</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>L</td>
<td>AUS</td>
<td>REC</td>
<td>61×22×22</td>
<td>999</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>M</td>
<td>AUS</td>
<td>fcc</td>
<td>Radius=35.2</td>
<td>999</td>
<td>SPH 7.5</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
<tr>
<td>N</td>
<td>AUS</td>
<td>REC</td>
<td>35.2 ×22× 22</td>
<td>565</td>
<td>MI (COM)</td>
<td>MI (COM)</td>
<td>Yes</td>
</tr>
<tr>
<td>O</td>
<td>AUS</td>
<td>REC</td>
<td>34.2 ×22× 22</td>
<td>549</td>
<td>MI (COM)</td>
<td>MI (COM)</td>
<td>No</td>
</tr>
</tbody>
</table>

\textsuperscript{*}Corresponds to the conditions of Berkowitz et al.

done by Berkowitz et al.\textsuperscript{14}). An alternative way, followed here (for reasons discussed above), defines the minimum image in terms of the center of mass (c.m.) of the ion pair.

Summation to infinity of the periodic replicas (Ewald summation) should be approached with caution. First of all, the artificial order imposed by the periodic boundary conditions must have some effect on the calculated properties, even for neat liquids where the Ewald sum was reported to perform well.\textsuperscript{45} For the PMF of an ion pair, the problems are exacerbated by the intrinsically large and variable moments of the simulation cell represented by the ion pair. Furthermore, if the ions are of opposite charge, then the simulation cell will have a significant nonvanishing dipole and the electrostatic sum is divergent in principle. Performing Ewald summation for such a system would give a finite value, but it is not clear what that value is, since it is only for unit cells with vanishing dipole that the Ewald sum converges to the electrostatic sum.\textsuperscript{46} This argument rules out Ewald sums (or alternative methods of summing periodic replicas), at least for the PMF between unlike ions.

While in principle a long enough AUS simulation can sample an arbitrarily long interionic distance range, after much effort it was found that it was impossible to sample regions of several Angstroms with the existing biasing techniques. Instead, it was necessary to divide the space into overlapping regions of about 1–2 Å. The following set of sampling parameters was found by trial and error to sample the above regions thoroughly: A K parameter of 0.001 [Eq. (20) of Ref. 5] was used to constrain the simulation to an appropriate region. A C parameter of 3.0 was used [Eq. (19) of Ref. 5] to extend the simulation to undersampled regions. In addition, the sampling of all previous undersampled regions within the grid were temporarily enhanced by a factor of \(e^{1.33}\) as has been described previously.

Simulations in each region were run until the simulation passed smoothly back and forth through the entire region. Regions that initially displayed sudden jumps in the PMF were sampled until the jumps smoothed out. Once a region seemed adequately traversed, after \(n\) steps, the simulation was continued for another \(n\) steps to assure that convergence had taken place. If the PMF had changed substantially, the simulation was continued for another 2\(n\) steps. This process was continued until convergence was assured. The shape of the PMF was often very different long before convergence was achieved than at convergence. Results for adjacent overlapping regions were matched based on their values in the region of overlap.

The characteristics of the different simulations performed on the NaCl system are summarized in Tables I and II. Run A calculates the PMF between 2–7 Å using our boundary conditions of choice: center-of-mass minimum image for ion–water interactions and spherical cutoff for water–water. As will be seen, the results are quite different from those of Berkowitz et al. In an effort to isolate the source of the discrepancy between run A and the results of Berkowitz et al., further simulations were performed. Run B reproduced the calculations of Berkowitz et al. over the region of interest with the main exception that AUS Monte Carlo was used rather than molecular dynamics. A cell of identical shape and size was used. For ion–water interactions, a spherical cutoff was used which was computed from the individual ions rather than from the c.m. as in run A. Run C was an AUS simulation performed in a rectangular box that was 35.15 Å long in the direction of the Na\textsuperscript{+}–Cl\textsuperscript{−} distance and 22.0 Å in the other two directions (requiring 565 water molecules). An AUS calculation using a 7.5 Å cutoff on the interactions of each of the ions with water was performed in the fcc cell (run D). Calculations in which all interactions were computed according to the minimum image in the rectangular cell (run E) and the fcc cell (run F) were also performed. To provide an independent check of the AUS method, the slope of the PMF was calculated using the FEP method from the PMF differences over 0.04 Å intervals obtained with 4 million and 3 million Monte Carlo step calculations, respectively, at \(r=5.22\) and 6.02 Å in the original simulation box (run G). We also performed three calcula-
tions in the longer box in the 7–13 Å range using different spherical cut-off radii $R_s = 7.5$, 9.0, and 10.5 Å (runs $H$, $I$, and $J$). Minimum image boundary conditions for ion–water and spherical cutoff for water–water interactions in the same box were also employed (run $K$). Also, an even longer (61 × 22 × 22 Å$^3$) rectangular box (run $L$) and a larger (35.2 Å$^3$) fcc box were used (run $M$). Both ion–water and water–water interactions were modeled by minimum image boundary conditions in the 35.15 Å long box (run $N$) and a 1 Å shorter box (run $O$) were also employed. MI/SPH boundary conditions result in each of the ions interacting with different groups of waters than the other one does.$^{47}$ The purpose of run $N$ is to test if artifacts result from the use of spherical cut-off boundary conditions for water–water interactions. The purpose of runs $N$ and $O$, taken together, is to test if artifacts result from the periodicity of the MI boundary conditions. Runs $A$ and $C$ used the Metropolis method, while the other runs used the distance-scaled force biased method which had been developed, while this work was in progress, especially for the simulation of ionic solutes.$^{48,49}$ The latter method has been shown to facilitate convergence without sacrificing accuracy.$^{48,49}$

The simulation conditions for the Na$^+$–DMP$^-$ PMF are summarized in Tables III and IV. The DMP$^-$ ion was taken to be in the GC form as was done by Huston and Rossky.

Runs $A'$ and $B'$ test the sensitivity of the PMF to potential function, using boundary conditions that proved applicable for NaCl. Run $C'$ corresponds to the calculations of Huston and Rossky. In this connection, run $C'$ uses ion-based (IB) rather than c.m. MI conditions. Runs $E'$ and $F'$ are the same as $C'$ and $D'$, except that the $s'$s in the interionic Lennard-Jones potential are determined by a geometric, rather than the usual arithmetic, combination rule.$^{50}$ The arithmetic combination rule makes some physical sense in that the $s'$s are proportional to atomic radii, and atomic radii are expected to be additive. We note, in passing, that the Amber,$^{38}$ OPLS,$^{51}$ and GROMOS$^{41}$ parametrizations use geometric combination rules.

### IV. RESULTS AND DISCUSSION

Figure 1 shows the run $A$ results for the PMF excluding interionic Lennard-Jones interactions, the interionic Lennard-Jones contribution, and the total PMF. The raw calculated PMF, which reflects interionic Coulombic plus ion–water and ion–ion interactions has a maximum around 3.36 Å. The decrease of the raw PMF at larger distances reflects the insertion of water molecules between the ions, solvating the ions and pushing them apart. The decrease in the raw PMF at shorter distances reflects the interionic Coulombic

---

**TABLE III. Characteristics of simulations Na$^+$–DMP$^-$. Amber potential used for DMP$^-$.**

| Run | Na$^+$/water potential Method Cell type Combination rule Cell size (Å) Number of H$_2$O molecules H$_2$O–H$_2$O cutoff (Å) Ion–H$_2$O cutoff (Å) Second minimum? |
|-----|----------------------|---------|--------------------------|-----------------|---------------------------------|-----------------|---------------------|---------------------|
| $A'$ | Amber$^7$/TIPS4P$^6$ | AUS | fcc | Geometric | Radius = 10.4 | 215 | SPH = 10.5 | MI (COM) | No |
| $B'$ | OPLS$^8$/TIPS4P | AUS | fcc | Geometric | Radius = 10.4 | 215 | SPH = 10.5 | MI (COM) | No |
| $C'$ | GROMOS/SPC$^9$ | AUS | fcc | Arithmetic | Radius = 10.4 | 215 | MI | MI (IB) | Yes |
| $D'$ | GROMOS/SPC | AUS | fcc | Arithmetic | Radius = 10.4 | 215 | SPH = 10.5 | MI (IB) | No |
| $E'$ | GROMOS/SPC | AUS | fcc | Geometric | Radius = 10.4 | 215 | MI | MI (IB) | Yes |
| $F'$ | GROMOS/SPC | AUS | fcc | Geometric | Radius = 10.4 | 215 | SPH = 10.5 | MI (IB) | Yes |

$^a$Charges (Ref. 33) and Lennard-Jones parameters (Ref. 34).

$^b$Reference 39.

$^c$Reference 40.

$^d$Reference 13.

$^e$Reference 41.

$^f$Reference 42.

$^g$Corresponds to the conditions of Huston and Rossky.
attraction. The decrease in the raw PMF at short distances is balanced out by the Lennard-Jones component which rises rapidly with decreasing distance at short distances. These two countervailing tendencies cause a minimum at 2.88 Å which corresponds to interionic contact. There is no second minimum at about 5 Å as has been predicted by Berkowitz and co-workers,14,15 and others.28,52 We saw such a minimum earlier in our simulation, but it disappeared as the simulation proceeded, implying that it was an artifact caused by insufficient sampling. It is worth emphasizing that our results are consequences of the potential functions used and may not accurately represent the real potential of mean force of the system studied.

The asymptotic behavior of the PMF at large distances is expected to be given by Coulomb’s law with a dielectric constant equal to that of bulk water. However, between 3.5 and 7 Å, at most one and a half water molecules can fit between the ions. Hence, the ions are not fully solvated, so that we do not expect the system to behave the same as point ions surrounded by a dielectric continuum. Rather, the PMF decreases significantly because the ions become more solvated with increasing distance. The slope of the PMF in this region is steep, because the solvation free energy of the sodium and chloride ions is large, reflecting the fact that sodium chloride is very soluble in water.

Runs B–O repeat run A over the contested region, and beyond, according to differences in box size, shape, and boundary conditions (Figs. 1–4). Whether or not a run gives a second minimum is summarized in Table I. Among runs B–M, only those runs that employ spherical ion–ion cutoffs exhibit a second minimum and the position of the second minimum is correlated with the cut-off length. This result implies that for this system and potential function set, the second minimum can appear as an artifact of the use of a spherical cutoff for ion–water interactions. The FEP results (run G) show that the slope of the PMF was 4.2 and 3.0 kcal/mol/Å at 5.02 and 6.02 Å, respectively. Thus the FEP calculations also do not exhibit a second minimum. Runs H, I, and J test the effect of varying the spherical cutoff on a larger box. The solvent-separated minimum appears to move out in correlation with the increase in the cut-off radius. We consider this to be strong evidence in particular that in this system, the solvent-separated minimum is an artifact of the SC and in general that SC is likely to introduce significant artifacts into the results. Calculations in yet larger boxes produce similar results (runs L and M) and the PMF finally levels off in the 62 Å long box after 15 Å. Assuming bulk dielectric behavior at 15 Å, the contribution to the PMF from solvent screened ion–ion interactions is about one quarter of a kilocalorie, which is well within the error of our simulations. Hence the observed curves approximate the long-range

<table>
<thead>
<tr>
<th>Run</th>
<th>Window 1 (Å)</th>
<th>Window 2 (Å)</th>
<th>Window 3 (Å)</th>
<th>Window 4 (Å)</th>
<th>Window 5 (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.36–3.06/4</td>
<td>3.06–3.75/4</td>
<td>3.75–4.45/4</td>
<td>4.45–5.14/4</td>
<td>5.14–5.84/4</td>
</tr>
<tr>
<td>B</td>
<td>2.7–4.3/4</td>
<td>4.1–5.5/4</td>
<td>5.5–6.7/4</td>
<td>6.7–7.9/4</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>4.58–6.74/4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>4.58–6.74/4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 1.** PMF of Na⁺–Cl⁻ in H₂O at 25 °C. (run A) total PMF ○; ion–water Coulombic and ion–water Lennard-Jones contributions, +; ion–ion Lennard-Jones contribution ●. All of the other runs are total PMFs. (run B) ○; (run C) □; (run D) △; (run E) ▲; (run F) Δ. The absolute energies of the runs are offset for clarity.

**TABLE IV.** Region (in Angstroms)/number of steps (M) of windows, Na⁺–DMP⁻.
bulk dielectric limit. However, that the PMF is repulsive at such long distances is probably an artifact of the potential function used.\textsuperscript{25} Perhaps the disagreement with an integral equation treatment of this system is due to differences in the potential functions used in the two studies. Run $N$ (MI/MI) exhibits a second minimum. This run, taken alone, might be taken to imply that the lack of the second minimum in the previous runs employing mixed MI/SPH boundary conditions were an artifact of the effect discussed by Huston and Rossky (see above).\textsuperscript{35} However, run $O$ which is identical to run $N$, except that the box is 1 Å shorter, does not exhibit a second minimum, at least at the same location as in run $O$. This result indicates that MI/MI boundary conditions are also subject to artifacts, perhaps arising from each ion interacting with water polarized by the images of the other ion.

The Na$^+\text{--}\text{DMP}^-$ PMF in TIP4P water gave similar results to the Na$^+\text{--}\text{Cl}^-$ calculations in that the PMF shows a large drop from the contact distance, but that no second minimum is exhibited (run $A'$ in Fig. 5). Changing the Na$^+$ parameter produced a quantitative change in the PMF, including a reproduction of Coulombic behavior, but no well-defined second minimum (Fig. 4). Also changing the water potential gave a significantly smaller drop (runs $C'-F'$ in Fig. 6). Like Huston and Rossky, we obtained a second minimum using minimum image boundary conditions with the arithmetic combination rule. The final comparison concerned the use of SC and MI on the solvent–solvent interactions and the choice of the Lennard-Jones combination rule. The simulations show that both have a significant effect on the results. Indeed, the geometric combination rule with spherical cut-off boundary conditions also yields a second minimum. As we have demonstrated in the case of the Na$^+\text{--}\text{Cl}^-$ PMF, the ability to reach long range behavior within simulation error over a physically reasonable distance depends on potential function. We have not run these simulations in longer boxes until limiting behavior is demonstrated.
V. CONCLUSIONS

The calculations presented here provide additional strong evidence of the very strong sensitivity in interionic PMFs to the model chosen. The simulation setup advocated by us appears to give results independent of the simulation box size and shape, a promising result. Careful reparametrization of the potential parameters is required, keeping the set-up variables the same all the way.

For the determination of the best set-up conditions, further research is needed. This would involve a comparison of results using various setups with results from a system large enough to be considered “infinite.” The best setup would reproduce the “infinite” system size result with the smallest system size. Based on the arguments presented in this paper, we expect that the setup advocated here will be among the best according to this criterion.

Whether or not a solvent separated second minimum is present is the result of a delicate balance between solute–solute and solvent–solvent interactions and the simulation protocol used. For example a previous simulation of the Na$^+$–Cl$^-$ PMF showed a second minimum, but in our hands, a nonphysical interionic repulsion at long distances was observed.
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